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Roadmapping Telecom Technology

m The roadmap methodology identifies technology needs and
possible solutions.

m It also lays out a timetable by which different parts of the
ecosystem need to be evaluated

m Firstly by research organizations (~10years)

m Secondly when (~5 years) feasibility of the best solutions
needs to be evaluated by development consortia

(typically)

® Finally when (1-3 years) actual industry implementation
needs to occur.

Reference: M%mv
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Roadmapping Telecom Technology

m The pace of the cell phone industry has been mostly characterized by
the introduction of new phone models endowed with new features at 6
to 12 months intervals.

= Furthermore, the wireless phone industry has transition from one
Generation to the next in about 10-year intervals. The technical item
that most closely correlates with this time intervals is constituted by the
introduction of a new spectrum with any new wireless Generation.

m The advent of “5G” is heralded by multiple industries (some already
existing and some completely new) each advertising different features
of what “5G” is suppose to provide. A merge, or at least a compatibility,
of multiple capabilities supported, requested and heralded by
completely different industry players that have never cooperated with
each other make the deployment of a “5G’ network an unprecedented
challenge. This has never happened before!
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IEEE International Network Generations Roadmap

(INGR)

v Application and Services

v Deployment

v Edge Automation Platform
v Hardware

v Massive MIMO

v Millimeter Wave

v Optics

v Satellite

v Security

v Standardization Building Blocks
v System Optimization

v Testbed

v More to come...
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5G Applications

THE INTERNET
OF THINGS

Critical Control
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5G Requirements

High Data Rate

Low Latency

High Reliability

Massive Connectivity

High Spectrum and Energy Efficient
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5G Goals

High Speed

Up to IOGbps

o

Latency,

< Ims End-to-End k
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High Density

\ 10 to 100x devices

J ~10 Years
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_Power Efficiency |
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MEC Background

Cloud Service
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cloud computing edge computing

Cloud computing gives feasible solution for low-power devices, by providing centralized
computation resources.

However, cloud servers may locate far from users, induces longer processing delay.
By placing powerful mobile devices in close proximity, acting as a intermediate
layer, edge computing is more flexible and can reduce delay. Y UtahState
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MEC Background
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Edge Computing:
The Future is Here



MEC Applications

Web TV/Radio
Video Communication Resolution

Flickr

Text2Speech Content Scaling _ Augmentation

e
Speech2Text Media N !

Video2Text \\ Transformation

Translation |

Dedicated Enterprise Privat _ ~ _---M"\
Networks nvate Mobile Edge
_ Networking _Computing

Local Connectivi AN
Social Events ty ~N— Edge Content

Edge _ A
Integration of . Delivery

Dedicated Routing

A

Broadcastin
local Ads Ve 9

GPS
Cryptography | Computing
Cloudlets | Offloading

VolP ) . Aggregation
v Transcoding B “

Video

Use cases for MEC:

1. Content scaling

2. Local connectivity

3. Computation offloading

4. Augmentation

6. Aggregation

Reference: Michael Till Beck, Martin Werner, Martin, Sebastian Feld, Thomas Schimper, “Mobile Edge

) Proximity Proof
User Requests Geolocation

__Bandwidth Indication

__Augmented Reality
. Content / Face Recognition
__Site Recognition

Edge-based CDN
e.g., App Rollout

__ Geoinformation
Proactive Caching / Preloading

|  Distributed Database
__Management Systems

_ (Geo)Social Networks

Transparent

" Proximity Cachin
_ Caching Ve ! g

Big Data  Car2Car/Car2X

Sensor Data _ Monitoring

5. Edge content delivery
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MEC Applications

* Content scaling:
* downscale user traffic before sending to core network
* Decrease bandwidth requirement, reduce core network utilization

* Local connectivity:
* Redirect traffic locally, further reduce latency
* EXx: Local generated traffic will be broadcast locally.

* Aggregation:
* Aggregate different UEs’ data
* Increase bandwidth utilization, reduce power consumption
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MEC Applications

* Augmentation:
* MEC can be customized to provide additional information.
* User-related data can enhance user experience.

 Edge content delivery
* ISP and CDN services can shift to the network edge
* Faster and transparent information delivery

* Computation offloading:
« MEC offers additional capabilities for low-power users.
* Data can send to MEC servers for joint processing.
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Computation Offloading in MEC

General problem formulation:

1. End UEs have certain amount of data to be processed
2. They can choose to offload or execute locally

3. Task should be finished before a time threshold

Objectives:
1. Max total data bits
2. Or, min total energy consumed.

Variables to be optimized:
1. Local execution CPU frequency

2. Ratio of local/offload data
3. Ratio of local/offload power
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Computation Offloading in MEC

Computation efficiency maximization

General problem formulation:

1. End UEs have certain amount of data to be processed
2. They can choose to offload or execute locally

3. Task should be finished before a time threshold

4 N

computation bits maximization.

Objectives: Existing works focused on

1. Max total data bits

2. Or, min total energy consumed.
They cannot guarantee the

Variables to be optimized:

1. Local execution CPU frequency
2. Ratio of local/offload data maximization.

3. Ratio of local/offload power \ /

computation efficiency
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Massive MIMO framework

Framework for large number of active users with massive
connectivity.

Framework for high spectral efficiency and energy
efficiency with high user density and emerging
applications having the strong need of QoS guarantees.
Big Data Management.

Cost-effective, reliable, and scalable implementation for
Massive MIMO.

Machine-type communications and low complexity
transceiver design.

PHY design for mmWave massive MIMO systems.
Analog and digital hybrid precoding design

Secure communications for massive MIMO systems
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Massive MIMO: Open Challenges and Directions

e Massive MIMO in current systems (sub-6G) and mmWave band.
— Sub-6G for the continuation of current systems
— mmWave band is critical in 5G

* |Implementation and deployment concerns: cost, algorithms, and
efficiency.

* Channel state information estimation, complexity reduction, pilot
contamination. Beamforming design, comply with antenna
structures (from digital/hybrid to fully digital).

* Machine learning aided framework for massive MIMO design.
Compressive sensing-based technique for channel state information
estimation, pilot contamination, and beamforming design.

Large intelligence reflective surface (IRS) for beyond 5G
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Massive MIMO: Open Challenges and Directions

* Dataset for massive MIMO in machine learning related research
— Related with geographic information, such as urban, suburban, city, etc.
— Algorithm processing delay. For massive MIMO application, delay should
be small, compared with traditional ML applications in photo and objective
recognition
* From hybrid to fully-digital
— For mmWave band, fully-digital antenna is possible
— Some prototypes already developed
— Algorithms need to be adjusted accordingly
* Energy efficiency and thermal issues
— For a large amount of antenna units, thermal issue might be severe

— In mmWave band, it is anticipated that energy efficiency is only around
10%, most of eclectic bill goes to AC

e Standardization across various manufactures

— APIs for different interfaces
— Manufactures can adopt a common design language for future deployments
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More to come...

Al and machine learning, especially distributed Al and
machine learning

How to enable efficient spectrum sharing

Terahertz communications

Quantum communications

Etc
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What does 6G possibly want

Deep Learning (Al)

Deep Sensing: Tactile e . Connection Everywhere
internet . Holographic Y Connection Anytime
Deep Mind (Telepathy): Communications g Air, Space, Ground and
. AR/VR

Reference: https://www.sdnlab.com/23736.html ﬁmﬁ UtshState
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What does 6G possibly want?

100 Gbps -1 Tbps
Peak Data Rates

10 c¢m (indoor), : 0.1 ms
1 m (outdoor) 4 Radio Latency
Positioning
10x
20 Years
More Energy - _
Efficient Battery Life Time

Max. 1 Out of 100 Devices
Million Outage per m®
Extreme Ultra Density

Reliability

10 O00X
Traffic Increase

£ 6G Flagship
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Thank You!
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