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Network Automation

What?e

O Networks capable to autonomously monitor their status, analyze

problems, make decisions, and execute corrective actions with minimal
to no human intervention.

Why?

O Traditionally network management has been human-centric
Costly, error-prone, and slow to adapt to changes
Cannot cope with the increasing complexity due to
O Large number and diversity of network devices

O Future application requirements, e.9., high-capacity, ultra-low
latency, very high reliability, and massive connectivity.



A Walk Down the Memory Lane
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A Walk Down the Memory Lane

Policy-based Management (PBM)
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A Walk Down the Memory Lane

IBM Autonomic Computing D

Analyzing Planning

KL
b.d Sensor | Effector r.vd

Request

Analyze D Plan

Symptom

Knowledge

Execute

\ /

Sensor Effector Executing
| ‘ | >
A

Monitoring

Nt

Jeffrey O. Kephart, David M. Chess. The vision of autonomic computing, IEEE Computer, 36(1): 41-50. 2003



Why Practical Deployments

Remained Unrealized?

Reliance on proprietary hardware with little to no
programmability

Lack of global visibility restricting network-wide
optimizations

Inability to extract knowledge from network
monitoring data at scale



Re(cent)incarnations

Google Zero Touch Network
Juniper Self-Driving Networks
Open Network Automation Platform (ONAP)

ETSI Zero-touch Network and Service Management (ZSM) Industry
Standards Group

Knowledge-defined Networking

...and more



Google’s Zero Touch Network
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Juniper’s Self-Driving Network

Intent
Need an easy ‘ Need a
way to ~ standardized
correlate data ( Prediction set of actions
| Collector | Y,
Need standardized
\_7, interactions between
Need SDN2 and devices
standardlzed

data models é ;; E —C_ % ? ?B

Kompella, Kireeti. "Self-Driving Networks." Emerging Automation Techniques for the Future Internet.
IGI Global, 2019. 21-44.



Open Network Automation Platform
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Knowledge-Defined Networking
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Can it Happen this Time?¢

The stars are now aligned due to recent technological
developments:

O Network Softwarization
Enables flexible monitoring and conftrol of networks

Facilitates network-wide optimizations and the deployment
of network services on the fly.

O Machine Learning

Enables knowledge extraction from monitoring data and
automated decision making

O Large-scale data processing

Enables network data analytics for large and complex
networks with many users and applications



Network Softwarization

Emerging networking paradigm where software conftrols the
treatment of network flows and adds value to these flows by
software processing.

Two expressions of network softwarization:

O Software-Defined Networking

Decouples the network’s control and data planes for better
programmability

O Network Function Virtualization

Moves packet processing from purpose-built middleboxes to
software appliances running on commodity hardware



Machine Learning

Knowledge extraction

O Recent success of Deep Learning
image & speech recognition, natural language processing

O Proliferation of Machine Learning tools
TensorFlow, Torch, Keras

O Availability of large volumes of data (aka Big Datal)

Automated decision making

O (Deep) Reinforcement Learning has been successful in
automating decision making processes

cluster resource management, web service configuration,
recommendation systems, and robotics



Large-scale Data Processing

Availability of infrastructure and platforms for data ingestion,
storage, and analysis at large-scale

O Cheap computing and storage
O Massive parallelization using GPUs
O Software platforms

Spark, Storm, Kafka

Data processing as a cloud service
O Amazon EMR, Amazon Kinesis, Azure Stream Analyftics



Blue-print of a Cognitive MAPE

C-MAPE: Cognitive control loop
blue-print for automated network
management

Incorporates ML at each stage

O C-Monitor: performs intelligent
probing

C-Analyze: detects and predicts
changes in networks

C-Plan: automated planning
engine to react to changes

C-Execute: Optimal scheduling for
plan execution
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Blue-print of a Cognitive MAPE

Cognitive security manager

Use case: Cognitive Security

Manager - Security anomaly

detection and mitigation

O Collects and analyses network
statistics to detect security anomalies

using ML

O Usesreinforcement learning to

generate a mitigation plan
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Take-away

Realizing the long-term vision of automated network
management is even more critical today

O increasing complexity of contemporary networks

O stringent performance and reliability requirements of emerging
applications

Despite many attempts over the years, technological barriers
prevented the realization of autonomous networks

Stars are now aligned to achieve autonomous networks



Thank you |
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